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INTRODUCTION 

Students have various characteristics that affect learning. Students who have similar characteristics form a model called 
the student model. The student model consists of student demographic information, learning style preferences, initial 
skill level and other information. The model of students is a reference model of the characteristics of students who are 
grouped based on similar attributes. Student modelling becomes essential in learning because learning strategies that are 
appropriate to the student model can help students to get better learning outcomes. Therefore, the one size fits all 
learning approach cannot be used as a learning strategy, because students have different learning style preferences. 
Characteristics of students, as modelling attributes of students, were the focus in this study. The student attributes consist 
of student identity, gender, study programme, student preference and level of knowledge. 

The process of determining the level of knowledge involves the extraction of evidence, the combination of evidence and 
the initialisation of the student model. The extraction of evidence uses pre-test questions to identify a student’s 
understanding, and these results are combined with other information. The next step is initialising the student model. 
Forming a student model profile consists of two stages: initialisation of the student model and student model update. 
The initialisation of the student model follows the pre-test to determine initial ability. Initial ability is classified into 
three classifications of beginner, intermediate and expert. Next is to update the student model; when students have 
completed learning activities, the results are recorded as information that can be traced back. Learning preference refer 
to how students learn and personalise their choices in the learning process. [2]. The model uses the following 
nomenclature [1], see Equation (1) below: 

θ = {L, I, M} (L: low level; I: intermediate level; M: master level) (1) 

Learning preference is how students learn and personalise their choices in the learning process [2]. 

The development of students during learning updates the student model. The student model represents individual or 
group characteristics, and can be formed from model profiles, cognitive overlays, predictive models or only overlays. 
The model profile contains all information related to a student, such as name, learning style, age and gender. Cognitive 
overlays record skill levels, such as beginner, intermediate or expert. Predictive models present the student’s learning 
resource preferences. Overlay contains information relating to student interaction with learning resources. 
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The student model can affect the learning process, because each student has different initial abilities. According to 
Nakic et al, the development of a student involves a set of variables including cognitive ability, meta-cognitive ability, 
psychomotor skills, cognitive style, learning style, experience, prior knowledge and preference [3]. The age of the 
student is related to the experience and background knowledge possessed by the student. Meta-cognitive ability is 
related to the ability of a student to adjust to a change in the way of learning in the learning process. Cognitive style is 
related to the pattern of information processing in learning. Learning styles relate to the learning environment and 
describe attitudes and behaviours that determine how a student learns [3]. 

In this study is presented the modelling of students based on their attributes, in the form of a data mining analysis. 
Attributes of students were processed using the k-means clustering method. The k-means clustering method is used to 
organise the available data into groups, where a group contains similar characteristic data, while another group contains 
data with different characteristics, though the characteristics are similar within that group. K-means clustering is 
a cluster analysis method that aims to separate the observed n quantity of data into k clusters, where the observed data 
are grouped into the cluster with the nearest mean [4]. A data mining analysis was performed to determine clusters from 
the attribute data collected. Data attributes were obtained from student data, assessment of student ability levels, and the 
measurement of learning preference between verbal and visual. The aim of the research was to model students based on 
a data mining analysis approach using k-means clustering on the attributes of students. 

STUDENT MODELLING 

Student modelling is a process of model formation based on grouping similarity attributes that have been collected for 
each student. According to Jia et al, the student model consists of the level of knowledge, cognitive abilities, 
and preferences of students [5]. The level of knowledge refers to the knowledge of a student to achieve goals. 

The level of knowledge (k) refers to Bloom’s taxonomy (h) on cognitive roles, such as knowledge, comprehension, 
application, analysis, synthesis and evaluation. Level 1 refers to knowledge (h1), level 2 refers to comprehension (h2), 
level 3 refers to application (h3), level 4 refers to analysis (h4), level 5 refers to synthesis (h5) and level 6 refers to 
evaluation (h6). Students with basic skills are at level 0 (h0). So, the following relationships in Equation (2) are obtained 
for knowledge:  

(k, h) = {(k1 , h1), (k2 , h2), ......., (kn , hn)} (2) 

Cognitive ability is related to the ability of students to complete tasks ranging from simple to the most complex. 
Cognitive ability can be represented by the ability level. The relationship between ability and  level, (a , l),  can be seen 
by the following Algorithm (3): 

(a , l) = {(a1 , l1), {(a2 , l2), ……., (an , ln)} (3) 

Where: ai is the cognitive ability, 
             li is the level of cognitive ability. 

Students’ preferences are defined as interests, hobbies and other information of interest in learning. In this case, 
the student preferences consist of the student’s background (b1), the learning strategy (b2) and the learning time (b3), 
which is represented by Equation (4) below [6]: 

P (c, σ) = {<b1, σ1>, <b2, σ2>, <b3, σ3>} (4) 

Where: c is the preference concept, 
             bi is the student preferences, 
            σi is the preference level. 

According to Benton, student modelling is influenced by student interactions with the system and system characteristics 
[7]. The following Algorithm (5) illustrates the interaction of students (y): 

(5) 

Where: ci is the indirect interaction, 
  di is the impact of the technology, 
  ri is the residual factor of the system usage. 

System characteristics (s) are described by Equation (6) below: 

(6) 

Where: aj is the jth system object. 
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So overall, the modelling of students can be described by the algorithm  [4]. 

In the modelling process the attributes for a student consists of the student’s initial ability level, student identity, 
the course of study, gender, interaction with the learning and the preferences of the student. 

K-MEANS CLUSTERING 

Clustering is a process of partitioning a data set into multiple groups or subsets, such that the members of each group 
have similar attributes, i.e. intra-group attributes are similar, while inter-group attributes are not. The analysis used in 
this research is k-means clustering. K-means clustering is a method used to divide objects into partitions based on 
categories by looking at the distance of the object from the closest mean. The k-means clustering algorithm aims to find 
the k groups iteratively by assigning each data point to one of the k groups [8]. The result of the k-means clustering 
algorithm is the centroid for each of the k clusters. The iterative process consists of [9]: 

• initialising the k-partition M = [m1, ..., mk] based on students’ previous knowledge;

• assigning each object xj in the data set to the nearest cluster Ci;

where: if ||xj – ml|| < ||xj – mi|| for  j=1, …, N, i ≠ l, and i = l, …, k; 

• recalculating the cluster prototype matrix based on the partition . 

The process begins by determining the number of clusters. Then, the data are allocated to the clusters and the centroid 
calculated for each cluster. Data are allocated to the nearest centroid. The iteration process continues until no cluster 
changes. Cluster determination is based on minimising the mean distance of objects in clusters from the centroids of the 
clusters. 

RESEARCH METHOD 

Subjects for this research were 100 electrical engineering students who take Informatics Engineering and Broadcasting 
Engineering at a technical high school in Malang, Indonesia. Demographic information was collected from students. 
It consisted of student identity, majors, gender and interest in image. Data analysis was performed based on the k-means 
clustering method. Visual and verbal preferences were measured using the visualiser-verbaliser questionnaire (VVQ) of 
Richardson [10] adapted to the visual-verbal preferences approach of Kirby [11]. The level of student ability was based 
on a pre-test value. Data processing using k-means clustering analysis was performed using the data mining software, 
Weka. The k-means process divides the dataset into several groups based on the data patterns. The division is done by 
an iterative process to produce a stable set of groups of the student model. The student model was obtained through 
a recurring process by determining the number of groups (k) and the initial centroids at random. The measurement of the 
distance between the dataset and the centroid allocates members of the dataset to the nearest centroid. Workflow of 
student modelling is shown in Figure 1. 

 

 
 

Figure 1: Workflow of student modelling. 

The k-means clustering analysis was performed using the data mining tool, Weka 3.8. The collected data were processed 
into Attribute-Relation File Format (ARFF). The ARFF used in this study consisted of an @RELATION naming the 
dataset, @ATTRIBUTES listing the data attributes and @DATA for the data collected. An example of the ARFF data 
used in the research can be seen in Figure 2. 
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Figure 2: Data relation, attributes and student data. 

The attributes are: study, level of student knowledge, gender, interest in drawing object and preferences. The student 
data for each attribute then follows. The grouping of student data was based on similarity patterns of  the attribute data. 

RESULTS AND DISCUSSION 

The k-means clustering process consists of three stages: 

1) mapping student data;
2) determining the number of clusters;
3) iterative method to allocate data to clusters.

Student data are grouped by distance from the centroid of a cluster. The iteration continues until there is no change in 
the group allocation of student data. The result of data mining analysis of student attributes is shown in Figure 3. 

Figure 3: Histogram of data attributes. 

Each parameter has a spread on the visual-verbal preference. The training data used in this research had a preferences 
relation (data file measurement preferences.arff), which has attributes study, student knowledge level, gender, drawing 
interest, preferences. The study attribute has the dimensions of informatics and broadcasting; the student knowledge 
level attribute has dimensions low, intermediate, master; gender has the dimensions of man and women; drawing interest 
has dimensions yes and no; preferences have visual and verbal dimensions. In this study, the iteration process ran six 
times to achieve unchanging clusters. The results of the process are shown in Figure 4. 

Figure 4 shows cluster 0 has a data distribution with similar attribute data of 30%; cluster 2 has a data distribution with 
similar attribute data of 22% and Cluster 1 has a data distribution with attribute similarity of 21%. The other groups did 
not show significant similarity. Cluster 0, Cluster 1 and Cluster 2 can be used as reference models of the students. 
The results show that each cluster has distribution based on verbal-visual preferences. Distribution of cluster data on 
verbal-visual preferences is shown in Figure 5. 
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Figure 4: Clusters of student attributes. 

Figure 5: Distribution of cluster data on verbal-visual preferences. 

In this study three clusters were identified that can be used as reference models. Student modelling divided clusters 
based on similarity attributes, as shown in Figure 6. 

Figure 6: Scatter plot clusters against visual-verbal preferences. 

Figure 6 shows the distribution of data in groups on verbal-visual preferences. Cluster 0 shows the distribution of data 
on verbal preferences, whereas Cluster 1 shows the distribution of data on visual preferences and Cluster 0 also shows 
the distribution on visual preferences. 

CONCLUSIONS 

Student attribute data were modelled in this research by using the k-means clustering method. The results identified 
attribute data that had the closest distance from the centroid. The k-means clustering method identified groups having 
similar dataset patterns. It was found that the k-means clustering positively aided the grouping process based on attribute 
data in the analysis of the student data. Hence, k-means analysis can be used to model student data. 
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